1. **Evaluating**
2. **评估方法**

推荐系统的主要评估方法有：离线实验（offline experiments）、用户研究（user studies）和实地测试（field tests）。其中，**离线实验**主要考量推荐系统的性能，比如：预测准确度、覆盖率和流行度等。离线实验的局限性在于，无法直接告诉我们用户对于推荐质量的感知。在离线实验中，值得注意的是：其一，**关注使用的数据及其分布同真实情景中数据间的偏差**。比如，研究人员为了权衡训练成本，可能会过滤数据中的低频用户或项目，这将会在数据中引入新的系统性偏差。一种简单的替代方案是：通过随机抽样用户和项目的方式减少数据量。然而，这种方法可能会导致数据稀疏，使得离线实验更倾向选择擅长处理稀疏数据的算法。至此，可以通过调整数据样本权重的方式，使得稀有样本能够对结果产生更大的影响，从而一定程度上纠正数据稀疏性所带来的偏差。其二，**不同用户评价项目的尺度差异**，也会导致数据本身出现偏差问题。一般而言，可以通过重新抽样（resampling）的方式调整不同用户对项目的评价分布，也可通过重新加权（reweighting）测试数据的方式调整不同用户的评价，从而消除评价尺度不同所带来的偏差问题。其三，**保证用户模型能符合真实情景中的用户**，对于不恰当用户模型的学习，将会迭代训练出模拟表现好但实践表现不佳的推荐模型。

而**用户研究**则在可控的实验环境中，选择若干具有代表性的用户，通过从不同角度测试推荐系统并记录交互行为的方式，评估推荐对用户实际选择的潜在影响，比如：人机交互的感知质量和系统可用性等。然而，这种评估方法的局限性在于：测试用户的代表性值得商榷；代价昂贵，需要权衡测试用户的选取成本和任务数量；测试用户若事先知道测试假设，可能会不自觉地提供支持该假设的证据。**实地测试**则着重于分析推荐系统在真实场景中推荐系统对于用户的影响。迄今为止，在大多数的研究工作中，根据离线实验完成推荐系统的评估更为普遍，用户研究和实地测试相对较少。

1. **显著性检验**

值得注意的是，离线实验关于“某算法的效果优于其它算法”的结果，或许可能是偶然。由此，可以假定一个符合特定情况的零假设，并通过专门的显著性检验实验，用于减少关于“某算法效果更好的结果是偶然”的统计性误差。其中，零假设指代：相较对照或基准算法，新的推荐算法或优化策略没有显著效果、差异或关联。零假设通常提供一个基准，用于辅助评估新的推荐算法是否在统计上显著不同于基准情况。具体而言，在显著性检验的过程中，通常需要将观察到的数据同零假设比较，从而计算出观察到的数据在零假设下出现的概率，即：p-value。至此，若p-value不大于特定的显著性水平，则可以否定预设的零假设并认为观察到的数据具有统计显著性。显而易见的是，更高的显著性水平，拒绝零假设的要求往往也更为严格，亦需要更低的p-value才能得出显著性结论。

**针对观察结果成对的情况**，可以进行**符号检验**，即：假设用户间相互独立，并根据多个用户的配对数据，比较算法A击败算法B的次数。具体而言：首先，设定算法A同算法B效果相同的零假设；其次，计算每个用户分别在算法A和B下的性能度量值；然后，根据前述观察到的配对数据，正差异标记为“+”，负差异标记为“-”，零差异忽略或标记为“0”；再后，统计前述符号序列中“+”和“-”的数量，并使用正态近似等统计方法计算符号检验的统计量；最后，使用统计量和事先设定的显著性水平检验零假设，若算出的p-value小于显著性水平，则拒绝零假设。至此，若两种算法间存在显著差异，还需进一步分析差异原因。若不存在显著差异，则需重新评估或采用其它方法。符号检验，实现简单且无需分布假设，特别适用于小样本的情况。然而，符号检验仅检查了算法A优于B的概率，没有考虑性能差异的具体大小。由此，可以采用**paired Student’s t-test方法**，考虑不同算法性能分数间的平均差异。然而当样本数太少时，此类方法的假设很难验证，且更容易受到异常值的影响。由此，可以考虑使用**Wilcoxon符号秩检验**，此类方法没有对差异进行分布假设。

若无法保证每个测试案例都能被两个算法同时处理，即：**观察结果不成对的情况**，可以使用**Mann-Whitney test方法**，这种方法是Wilcoxon符号秩检验的扩展。具体而言：首先，假设算法A有a个观察结果，算法B有b个观察结果；然后，将两种算法的观察结果汇总，并按照性能度量的大小排序（若并列，则取平均排名）；最后，从排序好的所有结果中随机选取a个结果，若它们的平均排名与来自算法A的a个结果一样好，则说明算法A和B在这些测试案例上的表现相当。这种方法的优点在于：无需事先假设数据服从某种特定的分布，而且即使在小样本的情况下也能给出可靠的结果。

特别的是，**若使用一种性能度量指标，将多种变体算法同基准算法进行比较**，从而获得一个符合特定置信度水平的最佳变体算法。在这种情况下，针对依赖验证集从N+1个算法中筛选出的最佳算法，可进行**Bonferroni校正**，即：若要确保该算法最佳的置信度为1-p，它必须在测试集上以![](data:image/x-wmf;base64,183GmgAAAAAAALcHlQPsCQAAAADfWgEACQAAA4MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAMABxIAAAAmBg8AGgD/////AAAQAAAAwP///8D////ABgAAAAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAAAgAAAAAAAAABAAAAC0BAAAFAAAAFAI/AeAFBQAAABMCPwGvBhwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCo4BkAI3xhdtgPZ3b7mmF2BAAAAC0BAQAIAAAAMgolAvkFAQAAAE4AHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKjgGQAjfGF22A9ndvuaYXYEAAAALQECAAQAAADwAQEACAAAADIKoAJ+BAEAAABwABwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCo4BkAI3xhdtgPZ3b7mmF2BAAAAC0BAQAEAAAA8AECAAgAAAAyCusADwYBAAAAMQAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqOAZACN8YXbYD2d2+5phdgQAAAAtAQIABAAAAPABAQAIAAAAMgqgAkoFAQAAACnpCAAAADIKoAJcAgEAAAAxAAgAAAAyCqAC/AEBAAAAKAAIAAAAMgqgAhAAAQAAADEAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHarTmN2QAAAAKjgGQAjfGF22A9ndvuaYXYEAAAALQEBAAQAAADwAQIACAAAADIKoAI6AwEAAAAtAAgAAAAyCqAC7gABAAAALQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2IQCKAgAACgAGAAAAXhdmXSEAigL7mmF2BAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)的显著性优于其它N个算法。此外，**若使用多种度量指标，将一种变体算法同基准相比较**。在这种情况下，如若度量指标相互独立，则还可使用Bonferroni校正，否则就需要使用**控制错误发生率**方法了。

1. **Fairness**
2. **基本认知**

过去，关于流行度偏差的研究以及在长尾推荐中提升质量和公平性的努力，被视为推荐系统公平性的早期探索。现在，伴随推荐系统的广泛应用，人们开始愈加关注推荐系统提供的资源及其利益，能否在所影响的不同人或群体间公平分配。换而言之，推荐系统的公平性主要**研究**各种类型的偏差，是如何渗入到推荐系统的数据、算法和输出中去的。

**挑战**在于，推荐系统如何平衡用户的个性化需求、数据的动态特性以及推荐的公平性。同时，尤其在探寻敏感属性对推荐结果公平性影响的研究中，符合要求的数据集并不常见。此外，针对于推荐系统公平性问题，当前尚缺乏统一的公平定义标准以及公平性度量指标，或者说还需要进一步深入理解关于公平性度量标准的要求和行为，从而用于更好地应对偏差本身的多维复杂性和不稳定性。

由此，可行的研究**方向**有：制定通用的去偏差框架，用于度量和解决各种偏差混合影响公平性的问题；深入探究偏差的动态性对于推荐系统公平性的影响；研究人类对于公平推荐的欲望和反应；将公平性推荐研究的概念和方法扩展到更多具体的领域和应用中去。

**1.1 关于偏差**

推荐系统偏差的产生，涉及多方面原因。比如，推荐模型训练所依赖的历史交互数据，本身是混合系统曝光机制和用户自主选择的观测性结果，无法准确且全面的表明用户真实的行为模式。同时，由于流行物品本身能关联更多的用户行为，使得系统更倾向推荐流行物品，从而导致某些物品没有被平等地展示。此外，由于推荐系统本身关于反馈环（feedback loop）的特性，使得用户和推荐系统间存在循环形式的相互干涉，即：推荐系统曝光机制影响用户行为模式的同时，用户由此产生的反馈数据会进一步影响推荐模型训练，从而不断加剧推荐系统的偏差问题。

一般而言，主要存在数据、模型、结果及反馈循环这四种偏差类型。针对于显式数据，主要有**选择和一致性偏差**。前者是因为用户的评分具有主观选择性（比如，用户可能更喜欢对特别好或不好的物品进行评价），使得观测到的评分数据分布不一定能够代表所有评分的分布。后者是因为用户可能会受到其他用户的影响，趋向于给出某种共识性评分，从而无法反映用户自身的真实行为模式。针对于隐式数据，主要有**曝光和位置偏差**。前者是因为只有部分物品曝光给用户，然而其它没有产生过交互的负例物品不一定代表用户不喜欢。后者是因为用户更可能会同推荐列表中位次靠前的物品产生交互，不一定按照用户自身的偏好模式，理性地分配注意力到不同的推荐位次上。针对于推荐模型中的**感应偏差**，主要是因为模型在迭代训练的过程中，所学习的目标函数中没有考虑公平性约束，使得模型过度拟合训练数据中本身存在的偏差。针对于结果中的**流行度偏差和不公平性**。前者是因为极少数的流行物品可能会占据大部分交互记录，在这种物品交互次数呈长尾分布的数据上进行训练，推荐模型将倾向于给流行物品更高的分数。后者是因为对于不平衡数据的学习，可能会导致推荐模型系统性歧视和减少弱势个人或群体的可见性。针对于**反馈循环偏差**，主要是指推荐系统由于自身固有的反馈循环机制，可能会不断加剧推荐的偏差程度。

**1.2 关于公平性**

关于公平性的定义，众说纷纭。从不同的角度出发，公平性大体上可以划分为程序公平（Procedural Fairness）和结果公平（Outcome Fairness）这两方面。其中，**程序公平性**是指决策过程中的程序正义，比如在决策过程中考虑如何更公平地构造和使用输入特征。而**结果公平性**又称为分配式公平（Distributive Fairness），主张在推荐结果中展现公平。具体而言，按照利益相关者的类别来划分，结果公平可细分为**用户公平性**（用户是否获得了公平的推荐）、**项目公平性**（不同项目是否得到了公平对待）及**双边公平性**（同时考虑用户和项目的公平性）。按照资源分配的粒度来划分，又可细分为**群体公平性**（对不同敏感群体的推荐表现平等）和**个体公平性**（相似个体受到相似程度的对待）。此外，还存在旨在消除敏感属性与模型预测间因果关系的**因果公平性**，存在能够灵活过滤任何敏感属性从而允许用户关心期望敏感属性的**个性化公平性**，存在旨在解释模型为何不公平的**可解释性公平性**，存在专注于最大化表现最差个体或群体表现的**最大最小公平性**，存在考虑动态因素对于公平性影响的**动态公平性**。

**1.3 评价指标**
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**方差（Variance）**衡量个体或群体层面的性能分散情况，![](data:image/x-wmf;base64,183GmgAAAAAAAJETGQXsCQAAAAB1SAEACQAAA3wCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoATAERIAAAAmBg8AGgD/////AAAQAAAAwP///7j///+AEQAAWAQAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJ9AhwEBQAAABMCSQQcBAUAAAAUAn0CWgUFAAAAEwJJBFoFBQAAABQCAAL0AwUAAAATAgACNAYcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqtOY3ZAAAAA8PMZACN8YXbYD2d2+5phdgQAAAAtAQEACAAAADIKuQK0BgEAAADlABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2q05jdkAAAADw8xkAI3xhdtgPZ3b7mmF2BAAAAC0BAgAEAAAA8AEBAAgAAAAyCs8DLwcBAAAAuQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqtOY3ZAAAAA8PMZACN8YXbYD2d2+5phdgQAAAAtAQEABAAAAPABAgAIAAAAMgpgAicMAQAAAC0ACAAAADIKYALCAgEAAAA91RwAAAD7AmD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDw8xkAI3xhdtgPZ3b7mmF2BAAAAC0BAgAEAAAA8AEBAAgAAAAyCgcEPAgBAAAAatQIAAAAMgoHBNgGAQAAAGkAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPDzGQAjfGF22A9ndvuaYXYEAAAALQEBAAQAAADwAQIACAAAADIKzwO3BwEAAAB2AAgAAAAyCs8DdQYBAAAAdgAIAAAAMgrAAlsPAQAAAGoACAAAADIKwAL2CgEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDw8xkAI3xhdtgPZ3b7mmF2BAAAAC0BAgAEAAAA8AEBAAgAAAAyCmAChQ4BAAAAdgAIAAAAMgpgAi8NAQAAAHUACAAAADIKYAJQCgEAAAB2AAgAAAAyCmAC+ggBAAAAdQAIAAAAMgrDAyAEAQAAAFYACQAAADIKYAIWAAMAAABWYXIAHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPDzGQAjfGF22A9ndvuaYXYEAAAALQEBAAQAAADwAQIACAAAADIKtAHhEAEAAAAyAAgAAAAyCtsCiwUBAAAAMgAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A8PMZACN8YXbYD2d2+5phdgQAAAAtAQIABAAAAPABAQAIAAAAMgpgAtAPAgAAACkpCAAAADIKYAIBDgEAAAAo1AgAAAAyCmACZwsBAAAAKQAIAAAAMgpgAswJAQAAACgACAAAADIKYAJ8CAEAAAAoAAgAAAAyCm4BtAQBAAAAMQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2IQCKAgAACgAGAAAAbw1mEyEAigL7mmF2BAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)。其中，![](data:image/x-wmf;base64,183GmgAAAAAAAFYGngLsCQAAAAA1WgEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALABRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8YXbYD2d2+5phdgQAAAAtAQAACAAAADIKgAFkBAEAAABWeQgAAAAyCoABzwEBAAAAdnkIAAAAMgqAATQAAQAAAHYAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMjgGQAjfGF22A9ndvuaYXYEAAAALQEBAAQAAADwAQAACAAAADIK4AGlAgEAAABqmwgAAAAyCuAB2gABAAAAaQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqtOY3ZAAAAAyOAZACN8YXbYD2d2+5phdgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAUQDAQAAAM6bHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMjgGQAjfGF22A9ndvuaYXYEAAAALQEBAAQAAADwAQAACAAAADIKgAFFAQEAAAAsAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHYhAIoCAAAKAAYAAABVGWa5IQCKAvuaYXYEAAAALQEAAAQAAADwAQEAAwAAAAAA)，![](data:image/x-wmf;base64,183GmgAAAAAAAKcB7QHsCQAAAAC3XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8YXbYD2d2+5phdgQAAAAtAQAACAAAADIKYAEWAAEAAABWrwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAAYAAADSGGbyIQCKAvuaYXYEAAAALQEBAAQAAADwAQAAAwAAAAAA)表示全部个体或群体的集合。

**最小-最大差异（MMD）**衡量所有分配效用的最大得分值与最小得分值间的差异，可以反映多个项目组曝光机会的差异，![](data:image/x-wmf;base64,183GmgAAAAAAACcTCAPsCQAAAADSTgEACQAAA9ABAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAJgERIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gEQAAZgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8YXbYD2d2+5phdgQAAAAtAQAACAAAADIKgAGQEAEAAAApAAgAAAAyCoABWA8BAAAAKIIJAAAAMgqAAf4LAwAAAG1pbgAIAAAAMgqAASoKAQAAACkACAAAADIKgAHyCAEAAAAoAAkAAAAyCoABXAUDAAAAbWF4ABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDI4BkAI3xhdtgPZ3b7mmF2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB3A8BAAAAdgAIAAAAMgqAAYYOAQAAAHUACAAAADIKgAF2CQEAAAB2YQgAAAAyCoABIAgBAAAAdQMJAAAAMgqAAUAAAwAAAE1NRAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8YXbYD2d2+5phdgQAAAAtAQAABAAAAPABAQAIAAAAMgpgApENAQAAAFYACAAAADIKYAK2DAEAAAB2TQgAAAAyCmYCDQcBAAAAVgMIAAAAMgpmAjIGAQAAAHYAHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHarTmN2QAAAAMjgGQAjfGF22A9ndvuaYXYEAAAALQEBAAQAAADwAQAACAAAADIKYAIQDQEAAADOgggAAAAyCmACGQwBAAAAIgAIAAAAMgpmAowGAQAAAM6CCAAAADIKZgKVBQEAAAAighwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2q05jdkAAAADI4BkAI3xhdtgPZ3b7mmF2BAAAAC0BAAAEAAAA8AEBAAgAAAAyCoAB6goBAAAALQAIAAAAMgqAATAEAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdiEAigIAAAoABgAAAFgZZokhAIoC+5phdgQAAAAtAQEABAAAAPABAAADAAAAAAA=)。

**熵（Entrop）**通常用于表明系统的无序程度，可以用来评估推荐过程中项目曝光机会的不平等，![](data:image/x-wmf;base64,183GmgAAAAAAAB4UuAPsCQAAAABbSQEACQAAA9UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYANAEhIAAAAmBg8AGgD/////AAAQAAAAwP///67///8AEgAADgMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqtOY3ZAAAAAyOAZACN8YXbYD2d2+5phdgQAAAAtAQAACAAAADIK+QGHBwEAAADlABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2q05jdkAAAADI4BkAI3xhdtgPZ3b7mmF2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCg8D6gcBAAAAzgAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqtOY3ZAAAAAyOAZACN8YXbYD2d2+5phdgQAAAAtAQAABAAAAPABAQAIAAAAMgqgATcMAQAAACp5CAAAADIKoAGsBgEAAAAtswgAAAAyCqABgAUBAAAAPQAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8YXbYD2d2+5phdgQAAAAtAQEABAAAAPABAAAIAAAAMgoPA2sIAQAAAFZ5CAAAADIKDwOQBwEAAAB2eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDI4BkAI3xhdtgPZ3b7mmF2BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABwxABAAAAdnkIAAAAMgqgAXMPAQAAAHAACAAAADIKoAHVCgEAAAB2eQgAAAAyCqABhQkBAAAAcHkLAAAAMgqgAUYABwAAAEVudHJvcHloHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMjgGQAjfGF22A9ndvuaYXYEAAAALQEBAAQAAADwAQAACAAAADIKoAF3EQEAAAApeQgAAAAyCqABPxABAAAAKG4JAAAAMgqgASENAwAAAGxvZwAIAAAAMgqgAYkLAQAAACmzCAAAADIKoAFRCgEAAAAobgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHYhAIoCAAAKAAYAAADlGGZnIQCKAvuaYXYEAAAALQEAAAQAAADwAQEAAwAAAAAA)。

**KL-散度（KL-Divergence）**衡量概率分布间的差异，可用于计算项目组的曝光分布![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8YXbYD2d2+5phdgQAAAAtAQAACAAAADIKAAFqAAEAAABwAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAAYAAABwGWYGIQCKAvuaYXYEAAAALQEBAAQAAADwAQAAAwAAAAAA)与它们在推荐中的历史曝光![](data:image/x-wmf;base64,183GmgAAAAAAAGABygHsCQAAAABXXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8YXbYD2d2+5phdgQAAAAtAQAACAAAADIKAAE6AAEAAABx0QoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAAYAAADqFWbbIQCKAvuaYXYEAAAALQEBAAQAAADwAQAAAwAAAAAA)间的差异，![](data:image/x-wmf;base64,183GmgAAAAAAAL4OjATsCQAAAADPVAEACQAAAwcCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIARgDRIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8gDQAA2AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAiwKBQAAABMCAAIMDRwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2q05jdkAAAADI4BkAI3xhdtgPZ3b7mmF2BAAAAC0BAQAIAAAAMgq5AlgIAQAAAOV5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHarTmN2QAAAAMjgGQAjfGF22A9ndvuaYXYEAAAALQECAAQAAADwAQEACAAAADIKzwO7CAEAAADOjhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2q05jdkAAAADI4BkAI3xhdtgPZ3b7mmF2BAAAAC0BAQAEAAAA8AECAAgAAAAyCmACfQcBAAAALY4IAAAAMgpgAlEGAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMjgGQAjfGF22A9ndvuaYXYEAAAALQECAAQAAADwAQEACAAAADIKzwM8CQEAAABWjggAAAAyCs8DYQgBAAAAdnkIAAAAMgrAAloBAgAAAEtMHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMjgGQAjfGF22A9ndvuaYXYEAAAALQEBAAQAAADwAQIACAAAADIKjAOuCwEAAAB2TAgAAAAyCowDXgoBAAAAcUwIAAAAMgpuAcYLAQAAAHZMCAAAADIKbgF2CgEAAABwAAgAAAAyCmACrQQBAAAAcQAIAAAAMgpgAlcDAQAAAHAACAAAADIKYAJGAAEAAABEjhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDI4BkAI3xhdtgPZ3b7mmF2BAAAAC0BAgAEAAAA8AEBAAgAAAAyCowDYgwBAAAAKY4IAAAAMgqMAyoLAQAAACgACAAAADIKbgF6DAEAAAApjwgAAAAyCm4BQgsBAAAAKAMIAAAAMgpgAnkFAQAAACkACAAAADIKYAIdBAEAAAAsTAgAAAAyCmACnQIBAAAAKI8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2IQCKAgAACgAGAAAAtxhmlyEAigL7mmF2BAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)。其中，较低的KL-散度值表明推荐更公平。

**1.4 公平推荐方法**

公平推荐方法，大体上可以划分为：预处理、处理中和后处理三个大类。

关于**预处理**。推荐系统在数据公平性方面的研究有限，当前更多借鉴机器学习文献中的相关技术。比如，数据集中某些个体或群体的样本太少，或许会影响针对他们的推荐质量，因此可以采用数据增强的方法收集更多的特定标记数据，从而缓解针对某些弱势个体或群体的推荐偏差。或者，也可通过数据重采样方法来平衡数据分布，使得敏感个体或群体的样本数据量接近。此外，还可扰动样本不敏感特征的值，使得不敏感特征取值及分布不再同特定敏感属性相关联，从而一定程度上缓解公平性问题。然而，当前的数据公平性方法，尚未充分考虑用户-物品交互数据的动态性，在推荐系统领域的适用性有限。

关于**处理中**。在构建公平性推荐系统的过程中，实际上需要处理涉及公平性和推荐性能等方面的多目标优化问题。一般而言，可以在目标函数中引入考虑公平性问题的正则化项，从而最小化推荐模型关于敏感属性的预测误差。也可通过约束优化的方式，控制用户对个别物品的关注程度。同时，还可以使用强化学习方法，针对于代理程序设立公平性阈值约束，从而确保在公平策略学习的过程中考虑到偏差问题。此外，对抗学习或因果图等方法，也可在过程中缓解偏差问题。

关于**后处理**。实际上旨在通过二次处理推荐结果的方式，提高最终推荐的公平性。比如，可以使用逐槽、用户级或全局级重排名等方法，重新组织推荐列表中的项目次序，从而达到平衡个性化推荐性能和公平性的目的。

值得注意的是，针对推荐系统的进一步公平性约束，降低系统推荐质量的同时，不一定能够提高特定个体或群体的推荐效用。此外，从工程实现的角度出发，通过数据或算法介入并不总是实现公平的最佳途径，更重要的是要理解为什么一些用户的体验质量较差，并采取针对性措施改善他们的体验。这种思路不仅可以提高推荐系统的整体公平性，还能增加推荐系统的用户满意度和整体效能。

1. **服务提供者公平性（Provider Fairness）**

若从不同涉众的角度出发，讨论推荐系统公平性问题，消费者公平性主要关注向消费者提供推荐的质量，服务提供者公平性则主要**关注**推荐对提供者的效用。其中，相较于消费者公平性仅需要通过查看单次推荐结果，即可评估对应用户的推荐质量；提供者公平性**必须**在一系列推荐结果被提供给用户后，才能进行效用的累积测量。此外，虽然增强推荐的多样性或许能促进提供者公平，但是推荐多样性和提供者公平性在动机上存在本质的区别。比如，推荐多样性主要集中在消费者的意图上，是满足用户广泛主题需求的结果。提供者公平性则出于正义考量的**动机**，致力于服务提供者们都能获得相对公平的机会，使其服务内容或产品被适度曝光发现。

具体而言，服务提供者公平性将推荐机会视为一种资源，并重点关注推荐对服务提供者的效用或曝光度（给特定项目（组）提供推荐机会的价值）。针对**效用的计算方式**，即可以简单假设推荐列表中所有项目都有相同的机会被用户点击，因此给每个项目分配相同的固定效用值（忽略了用户对不同项目的偏好和关注程度）。也可以根据项目在推荐列表中的位置进行加权处理，从而完成额外考虑用户关注程度的加权效用计算。

更进一步，服务提供者公平性，又可细分为提供者的个体或群体公平性。其中，**提供者个体公平性**，要求相似的服务提供者应该从推荐系统中获得类似的效用，可以根据提供者与用户的相关性来定义“相似”，即：如果某用户同时喜欢两件物品，那么这两件物品相似。此外，也可以利用潜在因素空间的概念，将相似的物品聚类在一起，并在向用户推荐物品的过程中保留这种相似性。**提供者群体公平性**，则要求在保证个性化推荐质量的前提下，确保不同群体的服务提供者受到公平对待。提供者群体公平性的实现方式比较多样，比如：可以强制推荐与敏感属性间的统计独立性，即：若某物品出现在特定推荐列表中的概率和其敏感属性无关，则认定推荐是公平的；可以使用曝光度对多个推荐列表进行评估，从而衡量每种服务提供者群体是否接收到适当水平的曝光；也可以测量推荐列表内服务提供者群体分布同目标分布间的差异，来衡量受保护群体在推荐中的公平代表程度。